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ABSTRACT 
In present, Clustering techniques is a standard tool in several exploratory pattern-analysis, grouping, decision 

making, and machine-learning situations; including data mining, document retrieval, image segmentation, pattern 

recognition and in the field of artificial intelligence. In this study we have compared five different types of clustering 

techniques such as Fuzzy clustering, K-Means clustering, Hierarchical Clustering, Principal Components Analysis 

(PCA) and Independent Component Analysis (ICA) based clustering to identify multivariate data clustering. 
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INTRODUCTION 
Clustering is well-recognized area in the research field 

of data mining. Data clustering plays the major 

research at pattern recognition, Signal processing, 

bioinformatics and Artificial Intelligence [8]. 

Clustering process is an unsupervised learning 

techniques where it generates a group of object based 

on their similarity in such a way that the objects 

belonging to other groups are similar and those 

belonging to other are dissimilar [5]. For last two 

decades, There are various clustering algorithms have 

been developed and are categorized from several 

aspects such as partitioning methods, hierarchical 

methods, density-based methods, and grid-based 

methods [2,7,8]. In some applications, for example in 

document retrieval, it may be useful to have a 

clustering that is not a partition. This means clusters 

are overlapping. Fuzzy clustering and functional 

clustering are ideally suited for this purpose. In 

partitioning method, a division data objects into non-

overlapping clusters such that each data object is in 

exactly one subset. The hierarchical schemes are more 

versatile, and the partitioned schemes are less 

expensive [8]. Most common partitioning method is K-

means and mixture models. Independent component 

analysis (ICA) recently developments technique 

successfully applied in multivariate data analysis such 

as outlier detection, data clustering, data visualization 

etc [19, 22]. 

ICA is the most natural tool for BSS [6] in 

instantaneous linear mixtures when the source signals 

are assumed to be independent. The plausibility of the 

statistical independence assumption in a wide variety 

of fields, including telecommunications, finance and 

biomedical engineering, helps explain the arousing 

interest in this research area witnessed over the last two 

decades. Many methods for data clustering try to 

identify cluster. Data clustering is carried out through 

the use of Principal Components Analysis (PCA) [12]. 

PCA is a dimension reduction procedure where some 

of the variables are highly correlated with each other. If 

this is to be used in a contaminated data, the nature of 

the estimated principal components may behave 

differently, implemented the principal components as a 

multivariate data clustering method. 
Data analysis methods are essential for analyzing the 

ever-growing enormous quantity of high dimensional 

data. Some literatures of cluster analysis [2, 12,18] 

attempts to pass through data quickly to gain first order 

knowledge by partitioning data points into disjoint 

groups such that data points belonging to same cluster 

are similar while data points belonging to different 

clusters are dissimilar. One of the most popular and 

efficient clustering methods is the K-means method [2, 

16] which uses prototypes to represent clusters by 

optimizing the squared error function. 

In this article, we will begin a general description of 

different clustering techniques in the section-2, briefly 

describing the most popular methods of multivariate 

data clustering such as \Hierarchical, Fuzzy, K-Means, 

PCA, and ICA. In the section-3 we describe data set. In 

final section, we discuss results. 

 
DIFFERENT CLUSTERING TECHNIQUES 
Hierarchical Clustering 

A hierarchical method creates a hierarchical 

decomposition of the given set of data objects. Here 

tree of clusters called as dendrograms is built. Every 

cluster node contains child clusters, sibling clusters 
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partition the points covered by their common parent. A 

hierarchical algorithm yields a dendrogram 

representing the nested grouping of patterns and 

similarity levels [7, 8].  Most hierarchical clustering 

algorithms are variants of the single-link [23], 

complete-link [14]. Of these, the single-link and 

complete link algorithms are most popular. These two 

algorithms differ in the way they characterize the 

similarity between a pair of clusters. In the single-link 

method, the distance between two clusters is the 

minimum of the distances between all pairs of patterns 

drawn from the two clusters. In the complete-link 

algorithm, the distance between two clusters is the 

maximum of all pair wise distances between patterns in 

the two clusters. In either case, two clusters are merged 

to form a larger cluster based on minimum distance 

criteria. In hierarchical clustering we assign each item 

to a cluster such that if we have N items then we have 

N clusters. Find closest pair of clusters and merge them 

into single cluster. Compute distance between new 

cluster and each of old clusters. We have to repeat 

these steps until all items are clustered into K no. of 

clusters. 

Strengths: 

 Do not have to assume any particular number 

of clusters. Each horizontal cut of the tree 

yields a clustering. 

 Need only a similarity or distance matrix for 

implementation. 

 

Disruptive: 

 Start with one, all-inclusive cluster. 

 At each step, split a cluster until each cluster 

contains a point (or there are k clusters). 

 
Fuzzy Clustering 

Generally clustering approaches generate partitions; in 

a partition, each pattern belongs to one and only one 

cluster. Hence, the clusters in a hard clustering are 

disjoint. Fuzzy clustering extends this notion to 

associate each pattern with every cluster using a 

membership function [24]. The output of such 

algorithms is a clustering, but not a partition. In fuzzy 

clustering, each cluster is a fuzzy set of all the patterns. 

Fuzzy set theory was initially applied to clustering 

refer to the literature [21]. The most popular fuzzy 

clustering algorithm is the fuzzy c-means (FCM) 

algorithm. Fuzzy C-Means clustering (FCM), is the 

data clustering algorithm in which each data set 

belongs to a cluster to a degree assigned by a 

membership. This techniques works iteratively until no 

further clustering is possible. Even though it is better 

than the hard k-means algorithm at avoiding local 

minima, FCM can still converge to local minima of the 

squared error criterion. Also, fuzzy clustering 

algorithms can handle mixed data types. However, a 

major problem with fuzzy clustering is that it is 

difficult to obtain the membership values [8]. 

 

K-Means Clustering 

In present K-Means is one of the key tools among all 

other partitioning based data clustering methods [4, 18] 

and popularly use for its simplicity. It is a partition 

method technique which finds mutual exclusive 

clusters of spherical shape. It generates a specific 

number of disjoint, flat clusters. Statically method can 

be used to cluster to assign rank values to the cluster 

categorical data. Here categorical data have been 

converted into numeric by assigning rank value . K-

Means algorithm organizes objects into k-partitions 

where each partition represents a cluster. We start out 

with initial set of means and classify cases based on 

their distances to their centers. Next, we compute the 

cluster means again, using the cases that are assigned 

to the clusters; then, we reclassify all cases based on 

the new set of means. We keep repeating this step until 

cluster means don’t change between successive steps. 

Finally, we calculate the means of cluster once again 

and assign the cases to their permanent clusters.  

 
Algorithm k-means 

a) Decide on a value for K, the number of 

clusters. 

b) Initialize the K cluster centers. 

c) Decide the class memberships of the N objects 

by assigning them to the nearest cluster center. 

d) Re-estimate the K cluster centers, by assuming 

the memberships found above are correct. 

e) Repeat 3 and 4 until none of the N objects 

changed membership in the last iteration. 

 

The strength of K-Means clustering is relatively 

efficient scalable process for huge sum of data sets and 
easy to understand and implement. It has some drawbacks 

that process begins only after the mean of a cluster is 

initialized, user defined clusters constant and hard to 
handle data with noise and outliers [16]. 

 
Principal Component Analysis 

Principal Component Analysis (PCA) is a well-

recognized tool in multivariate statistical analysis and 

is often used to reduce the dimension of data for easy 

exploration. As a multivariate analysis technique for 

dimension reduction, it aims to compress the data 

without losing much information the original data 

contains. The process of how PCA is done here is 

based on Johnson, R. [2, 11]. It is concerned with 

explaining the variance-covariance structure of a set of 

variables through a few new variables. All principal 

components are particular linear combinations of the p 
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random variables with three important properties which 

are: 

i. The principal components are uncorrelated. 

ii. The first principal component has the highest 

variance; the second principal component has the 

second highest variance, and so on. 

iii. The total variation in all the principal components 

combined is equal to the total variation in the 

original variables. 

 

Mathematically, 

Let X and Y are 𝑚 × 𝑛 matrices related by a linear 

transformation P. X is the original recorded data set and 

Y is a representation of that data set. 

PX =  Y                                   (1) 
Equation 1 represents a change of basis and thus can 

have many interpretations. 

1. P is a matrix that transforms X into Y. 

2. Geometrically, P is a rotation and a stretch which 

again transforms X into Y. 

3. The rows of P, {𝑝1, . . . , 𝑝𝑚}, are a set of new basis 

vectors for expressing the columns of X. Where 

PX = (

p1

⋮
pm

) (x1 x2 … xn)  

Y = (

p1x1 ⋯ p1xn

⋮ ⋱ ⋮
pmx1 ⋯ pmxn

)  

We can note the form of each column of Y. The new 

variable Y is linear combination of original variables 

X. 

Yi = [

p1xi

⋮
pmxi

]  

The observations that are cluster with respect to the 

first few principal components or the major principal 

components usually correspond to cluster on one or 

more of the original variables. It is well known that 

PC’s are uncorrelated but doesn’t grantee the 

independence among PC’s. To visualize multivariate 

data recently developed techniques ICA can be a more 

powerful tool than PCA, where IC’s are independent. 

We will discuss details on ICA in the sub-section-2.5. 

 
Independent Component Analysis 

Independent component analysis (ICA) is a Statistical 

and computational technique in which the goal is to 

find a linear projection of the data that the source 

signals or components are statistically independent or 

as independent as possible. The ICA algorithms are 

able to separate the sources according to the 

distribution of the data. Independent component 

analysis (ICA) [6], and projection pursuit (PP) [13], are 

closely related techniques, which try to look for 

interesting directions (projections) in the data. To 

achieve separation of mixed data into independent 

components ICA exploits the independence between 

the sources in order to achieve their separation from 

mixed data. In order to formally define ICA model, 

consider 𝑋 = (𝑥1 𝑥2 ⋯ 𝑥𝑛) as a random vector, 

representing n sensor signals that are observable, and 

𝑆 = (𝑠1 𝑠2 ⋯ 𝑠𝑝) as a random vector of latent 

mutually independent sources, where 𝑝 ≤ 𝑛 .The ICA 

model is then given by 

X =  AS  

Where A is a 𝑛 × 𝑝 matrix with full column rank, 

called the mixing matrix. A is assumed to be fixed, but 

unknown. ICA consists of estimating both the matrices 

A and S, when only X is known, i.e., finding a matrix W 

such that 𝑆 =  𝑊𝑋. Here, S is obtained by ICA based 

on the following two main assumptions on each source 

signals Si in S: i) Si is statistically independent of Sj in 

S (𝑖 ≠ 𝑗), ii) Si is non-Gaussian random variable. 

Although numerous application of ICA in different 

fields but its main drawback to determine order of IC’s 

[9]. In principal component analysis, PC’s are ordered 

by Eigen value where first Eigen value is first pc, 

second Eigen value second pc and so on. But in 

independent component analysis, these components 

have no order [6, 17, 22].For practical reasons to define 

a criterion for sorting these components to our interest. 

One measurement which can match our interest very 

well, is kurtosis. Kurtosis is a classical measure of non-

Gaussianity, and is computationally and theoretically 

relatively simple. However, for outlier identification 

super Gaussian distributions (positive kurtosis) are 

more interesting. Negative kurtosis can indicate a 

cluster structure or at least a uniformly distributed 

factor [19, 20]. Thus the components with the most 

negative kurtosis can give us the most relevant 

information.  

 
Data (Country Attributes Data) 
To classify countries in groups into developed, 

emerging and underdeveloped based on some of their 

attributes such as per capita income, literacy, infant 

mortality rate and life expectancy [18]. To analyze 

their similarity and assign them to the groups, the 

following attributes should be taken into account: 

 Per capita income (PI) 

 Literacy (LI) 

 Infant mortality (IM) 

 Life expectancy (LE) 

As the presenting problem consists of dividing 

countries into similar groups, it is plausible that 

Hierarchical, K-means, Fuzzy, PCA and ICA can be 

applied to this task. We want to compare which 

techniques capture the scenario where countries need to 

be classified into the three already mentioned groups: 

developed, emerging and underdeveloped.  
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Table-1: Data on country developing index 

Country PI LI IM LE 

Bangladesh 1314 71 45.67 70.65 

Brazil 10326 90 23.6 75.4 

Germany 39650 99 4.08 79.4 

Mozambique 830 38.7 95.9 42.1 

Australia 43163 99 4.57 81.2 

China 5300 90.9 23 73 

Argentina 13308 97.2 13.4 75.3 

UK 34105 99 5.01 79.4 

SA 10600 82.4 44.8 49.3 

Zambia 1000 68 92.7 42.4 

Namibia 5249 85 42.3 52.9 

Georgia 4200 100 17.36 71 

Pakistan 3320 49.9 67.5 65.5 

India 2972 61 55 64.7 

Turkey 12888 88.7 27.5 71.8 

Sweden 34735 99 3.2 80.9 

Lithuania 19730 99.6 8.5 73 

Greece 36983 96 5.34 79.5 

Italy 26760 98.5 5.94 80 

Japan 34099 99 3.2 82.6 

 
Result 
By applying hierarchical clustering we found three 

clusters from cluster dendrogram in Fig.-1, where 

Japan, Australia, Sweden, Greece, Germany, U.K, Italy 

and Lithuania consists a cluster represent developed 

country. In the second group we see that Bangladesh,  

 

 

 

China, Mozambique, Georgia, Pakistan, India, Zambia 

and Namibia have the lowest values for all attributes 

and, therefore, represent the undeveloped countries. 

The cluster formed by the other countries, Brazil, 

South Africa, Turkish and Argentina represents the 

group of emerging countries. 

 

 
Fig.1.By applying hierarchical clustering in distance method to the total data, the graph shows three cluster 

identified based on countries attributes. 
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From the dendrogram countries attributes data has 

three cluster based on attributes. From Fig.2, by 

applying Fuzzy, K-Means and PCA to the total data, 

the graph shows firs two pc’s, K-Means  and Fuzzy 

wrongly identified three cluster e.g- in first two PC’s 

plot some countries has treated in the underdeveloped 

countries which contradicts the dendrogram, but in 

IC’s, and ICA on PC’s gives strongly identified three 

cluster among the countries. 

 
Fig. 2. On the left, by applying Fuzzy, K-Means and PCA to the data, the result is worse than the result of ICA. However, by using 

PCA for preprocessing before applying ICA, a more strongly cluster can be identified. 

 

Conclusion 
In this paper we have considered five techniques to 

identify multivariate data cluster of human 

developments index based on some attributers by 

applying Fuzzy, Hierarchical, K-Means, PCA and ICA. 

We also applied ICA on PCA for multivariate data 

clustering through normal dot plot. In our data set, our 

proposed method ICA on PCA a new visualization 

technique correctly diagnosis clusters than only PCA or 

others techniques. In further study, we have to use 

neural networks methods and comparing their 

performance ICA based techniques. 
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